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ABSTRACT

This study aims to address the need for innovative educational
games that are able to provide personal development. Current
primary school education lacks the time and support to provide
the needed individual support for students aged 8-11. We present
ZooSmart, a hybrid innovative educational math game that aims
to provide children with personalized learning through artificial
intelligence. Learning algorithms are used to determine the
players’ flow state and help them stay in the flow of learning.
Incorporating Computer Vision allows us to take a hybrid
approach to educational games, creating a digital and physical part
that students interact with. Play-testing showed a great potential
for the game as enjoyment was high and learning was experienced
as motivational. The evaluation of the personalization Al showed
an accuracy of 62%, showing room for improvement but
validating the ability to label flow states correctly for most of the
data points. Future work needs to focus on innovating the game
set-up as well as the personalisation Al In this way, a higher
accuracy can be achieved as well as better educational results.
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1. INTRODUCTION
1.1 Problem Definition

Due to the constant increasing shortage of teachers in the
Netherlands, the average size of classes keeps increasing . This
makes it harder for teachers to give attention to every student
within such a class (Ekelschot, 2020). Giving individual feedback
to each student is also more difficult in this case, possibly
resulting in students with remaining questions about certain
topics, which were already clear for other students (Pedder, 2006).

Next to this, in the Netherlands there were already worries about
the basic abilities of students, especially in the subject of math
(Inspectie van Onderwijs, 2021). However due to the corona
pandemic, and therefore online education, an extra delay in the
development of math skills has been formed, which has not been
brought back to the level before (Inspectie van Onderwijs, 2022).

The Dutch Inspectorate of Education, states that the focus on the
basic skills, especially math, is important in the upcoming period
(Inspectie van Onderwijs, 2022).

As the shortage of teachers is not going to disappear soon, there is
a need for solutions that can give the individual guidance and
feedback needed for every student, when the teacher is not able to,
especially for the topic of math.

To address this need, ZooSmart was created. ZooSmart is a hybrid
educational game with a Zoo theme, that provides personalized
learning with the use of (explainable) artificial intelligence within
a class environment. It functions as an extra tool that can be used
by teachers that sometimes cannot give the individual attention
needed, due to the large classes, to let students learn
independently in a high-quality way.

This paper first presents the related works, followed by the
methods and materials, final concept, discussion and lastly a
conclusion.

1.2 Related Work

This chapter presents the related works within 3 topics: Games in
education, (Explainable) Artificial Intelligence in Education and
Flow Theory.

1.2.1 Games in Education

Videogames are functional tools for acquiring knowledge,
learning specific strategies and equipping children for the culture
of the information society by introducing them to the practices of
computer literacy (Gros, 2007). They are able to stimulate
problem solving skills (Gros, 2007), which are required to be able
to tackle math questions, and can contribute by using everyday
words to describe position (McFarlane, 2002).

Serious games, designed for a specific goal instead of for
entertainment only, receive increasing interest from the education
field (De Gloria et al., 2014) and their effectiveness has been
proven (Connoly et al., 2012). There is a want for engineering
tools and methods that can achieve effective building of games
and can push for effective learning experiences (Greizer et al.,
2007). Generations of new serious games should use advanced
technologies, such as Artificial Intelligence, and should study the
right balance between educational and entertainment goals (De
Gloria et al., 2014).



Fun within gamification or child-computer interaction is often
seen as an essential element of learning and has a significant and
positive indirect effect on both the students attitude towards the
subject and learning development (Tisza, 2021).

1.2.2 (Explainable) Artificial Intelligence in

Education

There has been an increase in applications of artificial intelligence
within the education sector. As the system of education involves,
educational experience is being enriched, complex issues are
being dealt with and teaching methods are customized for
individual students (Chen et al., 2020).

Knowledge discovery is the core of machine learning (Chen et al.,
2020) and can help teachers gain understanding of the skill within
a certain concept (Kucak et al., 2018). One of the functions
artificial intelligence can have in education, surrounding the topic
of learning, is that it can reveal learning shortcomings of students
and address them early in education (Chen et al., 2020). As can
be understood from the Introduction, this can be especially
valuable with the increasing class sizes.

1.2.3 Flow Theory

The flow concept is one of the most popular constructs to express
playing experiences (Procci et al., 2012) and it is argued that
games are most engaging and successful if they can produce flow
circumstances (Kiili, 2005). Flow can be described as a mental
state in which a person is completely absorbed by a specific
activity (Csikszentmihalyi, 1991). Csikszentmihalyi (2002) has
introduced nine flow dimensions or mental states in terms of
challenge and skill levels, including flow, anxiety and boredom.
This opens up the possibilities to further explore the concept of
flow states in a broader sense.

2. Methods and Materials
2.1 Approach and Method

The first step taken in defining the scope of the project was
determining where we could apply AI/ML in an appropriate social
context where its use would add real value to the design. Research
shows that the domain of education still contains a handful of
challenges that we as designers could help with (Leicht et al.,
2018). By taking a closer look, we realized that especially primary
schools struggle with providing and facilitating enough personal
development for the students (Knauder & Koschmieder, 2019). In
classes of 20-30 students it can be hard for one teacher to provide
each individual student with the time and care they need in order
to learn the best. We believe that we could intervene here with a
design that allows teachers to better spend their time and efforts in
class as well as allow students to learn in a fun way. The target
audience was then defined as primary school students aged 8-11.

After the initial scoping, further explorations were done to create
an initial concept of our design. Gamification has shown great
potential in the context of education (Dicheva et al., 2015;
Caponetto et al., 2014; Nah et al, 2014) and was therefore
deemed very suitable for this project as well. Gamification allows
sometimes boring topics to be presented in a way where children
are more motivated to learn and achieve better results (van Roy &
Zaman, 2018). Adding gamification to our concept not only
makes the fundamentals of a design intervention more solid, but
also opens up the possibilities for adding personalized learning
through AI/ML. Taking a hybrid approach in this project made it
possible to integrate a personalized learning Al but also a tangible
interaction for the children to play around with. Tangible designs

have shown great potential and allow children to still enjoy the
benefits of a digital solution without fully immersing them into a
digital learning environment where everything is done via screens
(Garcia-Sanjuan et al., 2018).

We believe that our design should not take over the role of a
teacher but should merely be used as a tool. By providing the
teachers with insights on the students progress in the game, it
would open up the possibility to dynamically direct the
curriculum towards what is needed for the student and improve on
the students’ deficiencies in an efficient way. Moreover, the role
of explainable Al could help with communicating to the student
and the teacher on the in-game progress. Showing therefore the
benefit and value of adding AI/ML to this concept and context.

2.1.1 The Zoo Concept

After defining the design challenge, we iterated to figure out the
exact application we would be creating. We immediately had the
idea of setting the game in a zoo which would allow us to cycle
through the zoo with math exercises. After further exploration, we
decided that a hybrid approach (physical and digital design)
would be perfect if children were to take on the role of a
zookeeper. In this way, children can interact with real physical
objects that represent different foods that animals in the zoo need
which makes the game more immersive and engaging.

ZooSmart allows students to become a zookeeper and help the
other zookeepers with feeding all of the animals. The zookeeper
that the students will help is called Sam. They introduce the
student to every new animal and provide them with the exercises.
After completing the exercises, the mascot of the zoo called
Froggie (a red-eyed tree frog), will comment on the students’
progress and give insight into what is being personalized for the
next round of exercises.

2.1.2 The Role of AI/ML

By adding artificial intelligence to the ZooSmart concept, we open
up the possibilities for personalized learning. The goal is to help
each student with their individual progress in a way that makes it
fun and engaging for them to practice and learn math. By
incorporating a learning algorithm that dynamically changes the
game based on the students progress, we aim to achieve the
aforementioned goal. By approaching the concept as a hybrid
set-up both a physical and digital component will be created.
Creating a design that combines a dynamic personalisation Al
with a Computer Vision Al the concept would achieve its goal.

2.2 Learning Algorithm and Need of XAl

2.2.1 Computer Vision

The player interacts with the digital component of ZooSmart by
placing wooden chips on the playing board. Therefore, the game
requires a system to recognize these different physical objects,
each object representing different input information for the game.

The decision was made to use Computer Vision (CV) as a method
for recognizing the physical objects, because it would allow for
the most freedom for the player to place the objects wherever they
like on the playing board. Other solutions for presence detection
(e.g. weight, RFID, light) would require integrating electronics
into the playing board making the design not as suitable for the
educational environment. In the current concept, the physical
elements are kept simple to ensure children understand the
purpose of each element and the game is suitable for diverse
environments (e.g. classrooms). Additionally, we had no previous
experience with CV and we set out to learn about working with



CV, because it is a good fit as an additional learning goal for this
course.

The setup uses a webcam that is pointed at the playing board.
There are different methods within CV possible to achieve the end
goal of recognizing physical objects with a webcam. The initial
plan was to train a neural network on images of our objects, but it
was decided to revert to color-based object detection, as this was
less complicated and a better fit for the scope and purpose of our
concept.

The playing board is painted white, and each illustration on the
objects is painted in a distinctive bright color. The system isolates
these colors by masking out the defined color ranges into binary
image feeds using the OpenCV python library (Bradski, 2000).
From here, a border following algorithm (Suzuki & Abe, 1985)
that is included in the OpenCV library, is used on these binary
images to find the contours of the playing board and the different
illustrations (figure 1). The system checks if the contours of the
colored illustrations fall within the area of the playing board. If so,
they are counted up and sent to the game when the player submits
their answer. The counted amount is compared to the correct
answer from the database in unity, resulting in a correct or
incorrect score.

Figure 1: Contour Detection

2.2.2 Conceptualization of the personalisation Al

The related work emphasizes the role of flow theory in
educational games. A clear-cut model for applying flow in design
is the ‘flow channel’ (figure 2). It provides the designer with two
variables: challenge and skill. Because this theory describes
variables that can be measured and expressed in a 2D graph, it
was considered to be portable to the domain of machine learning
by interpreting challenge as the ‘difficulty level’ of the exercise,
and skill as the ‘score’ of the player.

anxiety

difficulty —

(0,0) score —+

Figure 2: Flow Channel

As we were introduced to supervised learning, we determined its
appropriateness for classification algorithms. By classifying the
flow state of the player in either one of the three categories
boredom, flow, or anxiety, the algorithm is able to adjust the game
to get the player to the desired state of flow.

The concept uses a dynamic system that predicts the player’s flow
state at the end of each set of exercises. By calling the
personalisation algorithm once every a set of three exercises, the
system tries to strike a balance between accuracy and dynamic
effect on the gameplay.

We hypothesize that interpreting the flow state after every single
exercise could create input data that is too divergent, resulting in a
low accuracy for determining the right flow state. On the other
hand, the dynamic difficulty adjustment should have a noticeable
effect on the game experience as it is the leading mechanic of the
concept together with the tangibility.

As the learning algorithm was conceptualized, it was quickly
learned that defining a score that accurately describes the player
skill is a rather complex composite variable that is expressed by
combining multiple variables like time and correctness. Instead of
assigning a weight to these variables ourselves, it was found that
the most accurate way to do this would be to let the algorithm
decide this for us by incorporating the time and correctness as
separate variables; resulting in the model using 3 distinct features.
Through the scikit-learn library we selected the SVM (Support
Vector Machine) algorithm to be used for classification because it
is a well-documented algorithm that is able to achieve the task at
hand (Scikit-learn, 2022). The training and application of the
learning model is described in chapter 3.2.

2.2.3 The Role of XAl

We see great value in adding explainable artificial intelligence to
our concept and have decided that for the children, a
personification of the XAl is a suitable way to realize this. At the
ages of 8-11, it might be difficult to understand XAl, so having
this personification allows for a direct interaction that adds value
to the students’ learning process.

From the player’s perspective, the main explainable Al
implementation within ZooSmart is represented by the frog
character called Froggie. Froggie is the personification of the
Personalisation Al; it shares its perception of the player’s state in
a simple and relevant manner: “That did not go so well, but don t
worry, tomorrow will be a bit easier”. They adjust their tone
based on the state of the player and give insight on how the
difficulty of the next set of exercises will be adjusted.

Additionally, Sam the Zookeeper is the personification of the
Computer Vision (CV) system. Sam observes the work that the
player is doing and controls if the answer is correct or not, giving
feedback on the input they registered and the correct input for
each exercise. It is crucial that the player and the CV system
(Sam) are in agreement about the amount of food that will be fed
to the animals.

We believe that representing these two Al-systems as characters in
the game allows for insight into the actions and motivations of
these intelligent systems, in a way that is understandable and
relatable for the students playing the game. Froggy, who
personifies the player state, is deliberately separated from Sam,
who gives feedback on the correctness of the answers (figure 3).
This is done with the aim of positioning Froggie as a friendly
character who gives the player positive reinforcement during their



learning process which can be very effective in inclusive
educational contexts (Morin, 2007).

From the teachers perspective, the implementation of explainable
Al would be more direct; we envision a teacher-dashboard giving
the teacher insights into the progression of the math education of
their students (figure 4). The personalization Al will summarize
and process the raw player data in a way that provides insightful
information for the teacher to use in their classes. It could show
the proficiencies and deficiencies of students, but more
importantly their associated flow state. Based on this, teachers are
able to tailor their teaching approach to individual students and
work more efficiently.

The realization and implementation of the teacher dashboard is
outside of the scope of our concept and is therefore only
conceptualized. However, it is an important element that is
relevant to the social context that the concept is designed for, as it
could allow teachers to better support their students and also
reduce the amount of students that fall behind on their math
development.

Well, it Looks like this was
too easy for you. Tomorrow

is going to be a bit harder

Figure 3: Froggie (XAI) and Sam (Computer Vision)
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Figure 4: Teacher Dashboard Concept

3. Final Concept

This chapter will elaborate on the final concept by describing the
design of the interaction, intelligent behavior & embodiment of
the concept and the testing & analysis procedure.

3.1 Design of the interaction
This section will focus on explaining the interaction and the
associated scenario(s).

3.1.1 Context of Interaction

As described in the Introduction, there is a need for educational
math games that can give personal challenges and guidance when
the teacher is not able to do so, due to various reasons. The game
is meant to function as an assisting tool for teachers working at a
primary school, especially with big classes with a large variety in
ability of the students. The direct target group of ZooSmart is
children between the ages of 8- 11 and the indirect target group
are the teachers responsible for the development of these children,
as they can track the progress in the teacher interface (figure 4).

3.1.2 Scenario of Interaction

ZooSmart consists of a digital computer game and physical
wooden board together with multiple wooden chips containing
illustrations of cucumbers, berries and fish (figure 5). Once the
game has started, the player is asked to turn on the webcam and
place the feeding board within the frame. After which the first
exercise appears as a series of three. In each exercise, Sam the
Zookeeper asks the player to feed one of the animal species (red
panda, crocodile and turtle) the correct amount of food, which is
the answer of a math question in the form of a descriptive
sentence. These exercises are imported from a database of math
questions with corresponding answers, difficulty level (on a scale
of 1 to 100) and the custom sentences. These questions are based
on existing math educational modules to ensure accurate difficulty
labels.

Figure 5: ZooSmart Set-Up

The player reads the question and calculates the amount of food
needed off the top of his head. After which, he tries to match the
correct type of food chipswith the animal and place a correct total
amount of food on the feeding board. Every chip has an amount of
food ranging from one to five, which adds another dimension to
the math questions (figure 6). When the player is done placing the
chips, the any button on the keyboard is pressed to confirm, so
that the computer vision can take a snapshot and analyze the
amount of food. Immediately it is communicated if the answer is
correct and what the computer vision ‘sees’ on the feeding board,



to take away any possible worries about the accuracy of the
system.

Figure 6: Wooden Chips

This process cycles again for two more times and following is a
classification of the mental state (boredom, flow or anxiety),
based on the factors: time, correctness and difficulty. Within the
game, Froggie (personification of XAI) then gives feedback,
based on the classified perceived flow state that is understandable
for the young player. Next to that the starting point for the next
exercises, in difficulty, is also based on this classification (figure
7).

Boredom D+10

D Exercise 1 Exercise 2 Exercise 3 Mental State Flow D+3

Time

Correctness

Difficulty (D)

Figure 7: Visualization of Data Exchange of the Exercise Set

3.1.3 Data Exchange within Interaction
The Unity game engine is the center point of the system where the
intelligent systems and interaction with the player come together.

Real-time connections are made between the game engine and
Python. The CV data is constantly communicated to the game
engine, and the personalisation Al is called only after each set of
exercises to dynamically change the difficulty.

recognized recommended
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processed
player data
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front end
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camera snapshot
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Figure 8: Visualization of Data Exchange within the Game

The game engine uses a network of scripts to manage the loading,
displaying, and checking of the exercise answers. Furthermore,
the game engine loops the process of the set of exercises (figure

8). At the start of each loop it uses the newly provided difficulty
to display the right dialogue and animal amount (figure 9).

Figure 9: Dialogue Example in Game

3.2  Intelligent Behavior and Embodiment
As planned at the start of the design process, the collecting of
training data was started halfway through the process, before the
fully playable game was realized. In parallel to the game
development, the physical artifacts and the dataset of exercises
was finished. With these two components at hand the researchers
were able to individually simulate the game, and collect labeled
data as follows:

Start stopwatch

Read Sam’s math question as a sentence

Place the right amount of food items on the board
Manually asses the correctness of the answer
Repeat step 2,3,4 for all three exercises

Stop stopwatch

Record perceived flow state

Nk WN -

In total, data on 100 exercise sets was collected (example in figure
10. Figure 11 and 12 visualize the training data as a table and in
3D space respectively. This data was preprocessed by
standardizing all data and imported in Python as a CSV file and
used for training the SVM algorithm using the code attached in
Appendix 7.2.

Difficulty Time Correctness | Label
(1-100) (0-180) (0-3) (0-2)
10 21 3 0

20 29 3 1

23 25 3 1

Figure 10: Example Data from Training Data
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Figure 11: 3D Visualization of Training Data

The SVM algorithm finds the optimal separating hyperplane to
divide the data points in two categories. It does this by
maximizing the distance between the hyperplane and the two
categories. In 3D space, this hyperplane is a 2D plane.
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Figure 12: 3D Classification Visualization

The labeled data had a distribution of 38 instances labeled
boredom, 48 labeled flow, and 14 labeled anxiety. The
classifications of this data are better shown in 2D plots. Figures
13-15 show the mutual relation between the difficulty, time, and
correctness respectively. In all of these plots, the algorithm
classifies these data points in three colored categories: anxiety as
red, flow as gray, and boredom as blue.

Time (Seconds)

Difficulty level (0-100)

Figure 13: 2D Classification Visualization: Time and Difficulty

SvM Plot: Difficulty and Correctness

Difficulty level (0-100}

Correctness (0-3)

Figure 14: 2D Classification visualization: Difficulty and Correctness

SVM Plot: Difficulty and Correctness

Time {Seconds)

Carrectness (0-3)

Figure 15: 2D Classification visualization: Time and Correctness

This trained SVM algorithm is able to predict the classification of
new instances by calculating on what side of the hyperplanes the
position of the new value lies.

The algorithm runs in a Python script that is in turn called by a
different script that manages all communication with the Unity
game engine. When the player completes a set of exercises, the
current difficulty level, time, and correctness are sent to the
algorithm. From this data the algorithm predicts the current flow
state of the player which is used to return the new difficulty level
from Python to Unity.

33 Testing and Results

Figure 16: Play Testing

After the game was finished, data to be used to evaluate the
personalized learning algorithm was gathered during play-testing
(example in figure 16). Play-testing was also used to gain insights
into the experience of the game and identify potential directions
for future work. The data was collected on a sample of 3 students
from the Eindhoven University of Technology, taking turns to
individually play the game. The participants were asked to express
themselves as they played (e.g. talk-aloud method), and were
subsequently asked questions to reflect on their experience of the
game. The interpretations of the play tests are mentioned in the
discussion chapter 4.

For collecting testing data, the exact difficulty, time, and
correctness of each exercise set that the participants played was
logged by the game. The researchers observed the flow state of
the participant and generated labels for the logged data in real
time.

3.3.1 Evaluation of Personalisation Al

Unfortunately the data collected during play testing was not
sufficient to be used for evaluating the personalisation AIl. The
quantity of data was not enough to adhere to the predetermined
goal of having a training-data to test-data ratio of 2:1, as well as
the quality of the data was not reliable because technical



difficulties prevented an accurate labeling of the player’s flow
state.

As a more reliable alternative, the researchers resulted in
simulating the testing data the same way that the training data was
collected, as described in chapter 3.2. In the course of one hour of
simulating the game, an evaluation dataset of 50 labeled data
points was collected.

With this dataset, the learning algorithm was evaluated by
determining the accuracy and creating a confusion matrix (figure
17). Out of 50 instances, our previously trained model correctly
classified 31 instances, resulting in an accuracy of 62%.
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Figure 17: Confusion Matrix

3.3.2 Evaluation of Interaction

During the aforementioned playtest sessions, the tangible
interaction with intelligent systems of ZooSmart was evaluated.
Players experienced a very high enjoyment of the game due to its
design; all participants expressed their enjoyment of the embodied
interaction in combination with math equations. The participants
adopted different techniques of solving the equations using the
wooden chips; sometimes searching for chips that match the
numbers given in the equation, other times solving the equation
first and gathering the chips together afterwards. Additionally,
positive comments were made on the in-game graphics and design
of the tangible elements. Despite the game being educational,
because of the tangible interaction, they saw it as a fun experience
and did not immediately associate it with traditional learning.

However, the interaction with the intelligent systems integrated
within ZooSmart was unsatisfactory for the participants. They
experienced problems with getting the system to recognize the
intended amount of wooden chips on the playing board, resulting
in frustration with the interaction itself, as well as improper data
collection for the personalisation Al to tailor the difficulty to the
player. They were continuously engaged when solving math
equations, but expressed distrust in the system whenever it was
time to submit the answer.

This makes it challenging to evaluate the interaction as a whole;
the embodied interaction with the intelligent system showed
promise, as it received positive feedback across all participants.
However, the compounded effect of maintaining the flow state
through both personalisation Al and a tangible interaction has not
been properly evaluated, due to the technological limitations.

4. Discussion

ZooSmart was designed to help primary school students (aged
8-11) with learning math. Through a personalized learning
algorithm, the game aimed to provide the students with exercises

that keep them in the flow of learning. The game featured both a
physical component, making the learning experience hybrid and
tangible. The goal of the concept is to help students in their
learning by adopting a learning algorithm and XAI.

4.1 Interpretation of the Results

The evaluation of the interaction with ZooSmart showed that the
participants were positive about the tangible design of ZooSmart.
The playful context of the game combined with the tangible
interaction made for a learning experience that was described as
engaging. ZooSmart positions these math problems in a realistic
environment, supporting situated cognition. The affordance of the
tangible interaction allows for the player to apply several
strategies to solve the math problems, which makes the exercises
more dynamic than conventional math exercises.

Evaluation of the learning algorithm shows an accuracy of 61%,
which is not enough for a good game experience as explained in
the evaluation of the interaction in chapter 3.3.2.

Looking at the training data it was already observed that there is
an unequal distribution; Most exercise sets were labeled flow or
boredom, with very little being labeled anxiety. This led the
algorithm to be insufficiently trained to correctly classify
instances where the player is in anxiety. This is reflected in the
confusion matrix, where 6 out of 50 instances were labeled
anxiety, of which only 2 were correctly labeled by the trained
algorithm. Designers should be careful of misclassification that
confuses or harms a child that is feeling anxious.

In the confusion matrix it can also be observed that there is a
relatively high amount of 10 instances where the true label flow
was given the predicted label boredom. This can be explained by
the difference in the training dataset and the testing dataset, as the
training dataset has 38 out of 100 (38%) instances labeled
boredom, the testing dataset only has 8 out of 50 (16%) instances
labeled boredom. The difference in the two datasets is expected to
be due to the unequal contexts in which the two data collection
sessions were done. When playing the game to collect the testing
data, the researchers were more experienced with doing math
exercises.

4.2 Limitations

The first limitations of this study were experienced during the
play-testing sessions. Before the sessions, the game was
thoroughly tested and the Computer Vision (CV) seemed to have a
high accuracy. However, during the play-testing sessions, this
seemed to be more inaccurate than expected. Several times the
right amount of food was laid on the board, but the computer
vision did not recognize this correctly. We believe that this is due
to changing lighting conditions; during the play-testing there was
little sunlight, causing the colors captured by the webcam to be
more dimmed than before, resulting in less distinct color ranges
that we were able to define. For example, the green color of the
cucumber was less saturated during the play-test, but when
adapting the color recognition range to the change in color, it
resulted in the system also recognizing black borders as green.
The computer vision had a smaller window of suitable lighting
conditions than initially expected to recognize the distinct features
of the objects. Because of this, we were unable to determine a
meaningful accuracy of the Al, beyond the observation that the
current accuracy is not suitable for further deployment of the
prototype.

This unfortunately did cause for the players to get a bit irritated
with the game, which influenced their enjoyment, but also the
effectiveness of the personalisation Al. Because of the inaccuracy



with the object detection, perceptions of the player’s flow state
could not be recorded.

During play-testing, observations were also made about the set-up
of the game. ZooSmart has a lot of different components with the
intent to make the game more fun and interactive. However,
during the set-up of the play-testing it was noticed by the
researchers that this also could cause lots of problems. Because of
the amount of different components, there is a bigger chance that
things go wrong with setting them up correctly. This caused the
actual play-testing to take less time than intended, as more time
was needed to correctly set it up.

Because the data for both the training- and evaluation datasets
were generated ourselves. The variability of players who imputed
the data was not very high. Because there was a low variability,
the personalisation Al would be likely to perform worse for
players with a different level of math skill. More work needs to be
done in order to assess the result of this and see if and how the
flow model was influenced by a lower variability of player data.

4.3 Future Work
From the aforementioned points, several suggestions for future
work can be made in order to improve the overall game and the
experience thereof.

More work needs to be done for the game to be deployed in real
social settings (e.g. classrooms, meeting rooms, etc). Real
educational settings were outside the scope of this project but by
exploring this further and improving the game upon it, better
results might be achieved in-game. Next to this, the set-up needs
to be simplified in order to facilitate a better experience in these
different environments. Right now there are too many components
and not setting up one of them correctly can have a big impact on
the enjoyment and accuracy of the game.

The scope of this project also does not include testing with
children, so future work should focus on evaluating the game and
its setup with them as well. Although each component of the game
was created keeping the child in mind, several rounds of player
testing need to happen in order to confirm these assumptions.
Exercises were also created based on a traditional assessment of
the level of math for every grade but real-life testing should focus
on validating this as well. It is important to create a good
interaction between the child and the game as it will not only
influence their enjoyment but also their progress and results in this
course. Therefore it is crucial that the next steps will involve the
target audience (e.g. primary school students aged 8-11) and
improvements will be made upon their experiences.

Towards the end of the project, a teachers dashboard was also
designed in order to implement the explainable Al in a suitable
way. This was only conceptualized during this project, so future
work needs to be more done on the experience, effect and
efficiency of this add-on platform. Assumptions were made on
what the teachers would want to be informed upon based on the
students progress in the game, but player testing will need to show
whether this is correct or needs to be improved upon. Next to this,
future work can focus on the right implementation of the
explainable AI. Right now, we believe that this dashboard is the
right way of letting the Al communicate their actions and
behaviors to the teachers, but several other explorations can be
done to find potential other and better ways to do this. Within this
exploration, also the type of useful information can be looked into
as not all information from the game is useful to the teachers. By
providing them with the right information, they can focus their
efforts even better on helping the students in class.

As mentioned before, there are limitations to the learning
algorithm of the personalisation AIl. To improve the learning
model, cross-validation could be used to train and test the model
on different parts of the total body of collected data.

For the personalisation Al, more variability in datasets need to be
added for a more accurate estimation of the state of flow. Right
now, a dataset of 100 data points was used to train the
personalisation Al which included data of four different players.
Future work should focus on gathering more diverse data from
various players, all with different levels of math and/or different
backgrounds. This would improve the personalisation Al to
become better at predicting the flow state of edge cases, which is
especially important to prevent misclassifying player’s that are in
anxiety.

On top of this, future work should also look into the different
features used to determine the state of flow. Right now three
variables are used to determine the state of flow; time, correctness
and difficulty. However, we suggest there might be more things
that influence the state of flow but this exploration fell outside of
the scope of this project. We suggest looking into how this larger
set of features influences flow. This could make the game
experience better as well and also potentially improve the results
as the game is better in accurately predicting the state of flow.

The other implementation of Al within this project is the
computer vision which is used to recognize the correct food type
and amount of food. For future work, we suggest looking into
improving accuracy, because right it is very dependable on a small
window of suitable lighting conditions. The reliability of the
system needs to be improved upon in order to facilitate a better
game experience, because otherwise the computer vision
recognizes the wrong amount on the board, whilst the player
actually was correct. Right now the system is fully dependent on
detecting contours in the defined color ranges. By implementing
more ways of recognizing the correct amount of food on the
playing board, the system can cross-reference several
measurements against each other and determine the correct
amount more accurately. This adds redundancy and removes the
dependence on correct lighting conditions, which would likely
increase the accuracy of the system.

5. Conclusions

The aim of this project was to apply AI/ML in an appropriate way
to a specific social context. Early on, we defined this social
context within the domain of education, focussing specifically on
helping primary school students aged 8-11 with math. Our goal
was to help alleviate some of the pressure experienced by the
teacher associated with personal support and development of the
students. Teachers in primary school often have a lot of students
to take care of at the same time, making it very time-consuming
and tiresome. For this we designed ZooSmart, a hybrid interactive
math game designed to support personalized learning by using Al.

During play-testing we noticed a high enjoyment in the game by
participants, commenting on the immersiveness of the game and
how that helped make learning more engaging. Unfortunately, the
accuracy of the computer vision was not very high during
play-testing as mentioned before. This did lead to several
instances of frustration where players got the right answers but the
game did not recognize it. We are confident that with future
development, the game can be optimized and be readied for the
intended target group.

The evaluation of the personalization Al resulted in an accuracy
of 62%. We noticed that the edge cases were very hard to classify



by the system, especially the anxiety state was labeled wrong a
few times. We do note that especially with students of that age, it
is very important to be careful with classifying them as anxious as
this could have more implications than intended. The right
classification of flow state can however be improved by
increasing the variability of the dataset in which the Al is trained.
Moreover, classifying the flow state is not as straightforward in
practice. In the scope of this project, three variables were used to
determine the flow state but in practice there could be even more
variables to be used for this. Further testing needs to be executed
to determine a more suitable and accurate mix of variables to be
used to determine the flow state. However, within the scope of
this project, the three chosen variables (e.g. time, difficulty and
correctness) were deemed suitable for the cause.

The explainable Al that was implemented in ZooSmart had a goal
of sharing the information about students’ progress to the students
themselves and the teacher in an appropriate and useful way. We
conclude that this is indeed achieved by the creation of Froggie
and the teachers dashboard. The needs of the two stakeholders
were evaluated and used to design these XAl interactions. The
play-testing partly validated this, but future development needs to
be done to optimize it.

Overall, the results of our play-testing and the evaluation of the
personalization Al makes us confident that ZooSmart indeed
achieves the project goals set as intended. Even though there is
definitely room for improvements, the foundation is there.
ZooSmart now still has very basic features that could be
elaborated upon in the future but concerning the goal of making
studying math more fun, engaging and personalized, it is
definitely succeeding. Hopefully a product like this could indeed
alleviate some of the pressure experienced by primary school
teachers. We did not aim to take away something from the
educational system, like replacing the role of the teacher, but
merely providing a solution that could make learning more fun.
We believe that ZooSmart can be the right tool to turn this into a
reality.
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7. Appendix

Code of your program, links, link to the video and other technical
details if necessary to enable the reader to check and eventually
reproduce your prototype or behavior.

7.1 Link to video

ZooSmart Main Video: https://voutu.be/aBva59y7aal
ZooSmart in Action: https://voutu.be/VHI8x-0f3ml

7.2 Personalization Al - code
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